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And Good Luck!

Improving forecast skill and performance

• Strategic Implementation Plan (SIP) for Unified Forecasting System (UFS)
• Quality control of observations
• Data assimilation
• Dynamic core and model physics
• Code efficiency
• Optimized hardware 

Anomaly correlation: higher is better
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• Fractured internal strategy and mission creep

• Fractured external strategy across various agencies with different priorities

• Obtuse HPC procurement process (both hard iron and cloud)

• Security clearance procedures for visiting scientists

• Cultural (internal and external)

• Funding allocation process disincentivizes collaboration 

• Risk aversion (incentive not to fail >> incentive to improve)

• Too many committees with overlapping and conflicting input

• Lack of documented, supported, and portable community code

Inherent barriers with the status quo
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Accelerate R2O and O2R overview

• End-to-end community model (harness collective advancements)

• Focus on UFS infrastructure (NOAA-NCAR MOA)

• VM (cloud HPC) for on-demand parallel “surge” development

• Visiting scientists (PrepIFS)

• Formalizing the R2O funnel (requirements, gates and transitions)

• Fast-tracking satellite DA / Drive up benefit in cost-benefit ratio

• Agile/nimble “skunk works” sandbox

• Governance, funding, and streamlining committees, etc.

• Accelerating SIP: building off momentum and addressing process deficiencies
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High Level Overview of NOAA’s Current 
end-to-end Product and Data Management
All aspects of products and data management should be taken into consideration 

when exploring Enterprise Cloud solutions.
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End-to-end community model

• Weather Research and Forecasting Innovation Act of 2017

• Code development force multiplier once community has access

• UMAC / grad student test

• WRF-ARW

• Initial heavy lift on us / help from vendors

• System architecture agnostic

http://www.noaa.gov/marine-aviation
http://www.noaa.gov/research
http://www.noaa.gov/satellites
http://www.noaa.gov/fisheries
http://www.noaa.gov/oceans-coasts
http://www.noaa.gov/weather
https://www.commerce.gov/
http://www.noaa.gov/


Department of Commerce  //  National Oceanic and Atmospheric Administration  //  7

VMs for on-demand parallel “surge” development

• VM (cloud HPC) for on-demand parallel “surge” development

• Problem : NOAA scientists have long queue to run jobs

• NOAA research : operations compute = 1:1

• ECMWF roughly 5:1

• VMs: X:1 (X=scalable on demand)

• 10 nodes / 1000 h = 1000 nodes / 10 h (same cost, but latter saves 990 h!)

• Parallel experiments and testing already going on at GFDL

• Not meant to replace NCO “hard iron”
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• Virtual machines (cloud HPC) for parallel community development

• Not all HPC “clouds” are the same

• NWP needs 2 things:

1. Remote Direct Memory Access (RDMA) 
- Remote memory location read/write
- Direct processor interface bypasses kernel in I/O path

2. Fast interconnect speeds
- AWS* currently has 25 Gbps (moving to 100 Gbps)
- Azure currently has 100 Gbps (moving to 400 Gbps)
- WCOSS has 100 Gbps - Mellanox FDR Infiniband

*Note: NASA study often cited used 25 Gbps AWS and mentions slow interconnect 
speed as the primary limiting factor

Virtual machines and cloud HPC
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Global model cloud pilot (GMCP) 
• Port and test NGGPS in various cloud HPC and VM environments

• Conduct “bake off” with 3rd party software engineering firms and cloud vendors

• Port and containerize FV3 GFS code for various cloud architectures

• NOAA provides raw data and source code

• Vendors are free to select/design cloud architecture and optimize as needed

• Evaluation based on run time, output precision, core count/scalability, portability 
between vendors, and cost

• Success defined as
Ability to match or beat production model run time
Numerically replicate production model output
Match or beat cost of running on owned on-prim HPC 

• Testing initiated by late Q3 FY19 (Shutdown update!!!!)
• Results evaluated by Q1 FY20
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Visiting scientists and external expertise

• Move the development sandbox outside NOAA

• Avoid clearance process time lag

• Avoid limited compute resources

• Need accessible interface / PrepIFS

• Will need robust secure ingest (DMZ) for external sandbox

• Modularized code - don’t have to know/run entire system

• We need better agency collaboration with NASA, DOE, USAF, NAVY, etc.

• Code sprints / JEDI academy – already have a true 4D-Var FV3 running!!!
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Formalizing the R2O funnel

• Follow SIP strategy, but build on momentum and speed up process

• Initial baseline requirements with operations in mind (gates and transitions)

• Problems should be suggested (versus tasks)

• Objective evaluation process to transition though gates

• UMAC: evidence-based decisions

• Parallel production environment (possibly many)

• Academia and labs (community)

• Software engineers brought in at initial stages

• EMC involved throughout the process (avoid forklift approach)
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Fast-tracking satellite DA 

• Optimize all data, but satellite has a lot of value left on the table

• Critical area we are lagging ECMWF

• Drive up benefit in cost-benefit ratio

• JCSDA JEDI
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Agile/nimble sandbox

• Avoid risk aversion:
IBM's Watson Research Center
Lockheed Martin's Skunk Works
Google X
Boeing Phantom Works
Amazon's Lab126

• UK Met Office (offsite dev)

• Avoid outside distractions, etc.
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• Building off momentum (SIP/DTC progress!)

• Addressing process deficiencies

• Committees and Governance

• Involvement / ownership

• Funding (procurement, stakeholders)

• Branding / image

Accelerating Strategic Implementation Plan
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From the July 27th NEC briefing…

• Accelerate SIP! (mainly R2O)

• Review committees

• USAF/Navy buy-in

• NASA/DOE collaboration

• Bill L. (governance)

• Vendor conversations / RFIs?

• External and internal funnel – design “gates” (evidence-based decisions)

• Internal funnel – GFDL->ESRL->EMC->NCO (objective verification/evaluation)

• Design mirrored VM prod environment for O2R

• Test secure ingest

• Pilot programs with porting to VM

• Townhalls / AMS

✓
✓
✓

✓
✓

✓
✓

✓
✓

✓
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JEDI Update (from JCSDA brief)
Generic interfaces
• Models: several atmospheric models, ocean, sea-ice 
• Observations: radiosondes, aircraft, CRTM, marine

Generic solvers
15+ variational including hybrid-4DVar, EnKF next

First line of code
Aug 2017 (15 months ago)

UFO 
(Unified Forward Operator)
The ‘app-store’ of model-agnostic 
observation operators

JEDI workforce
7 core staff; 39 in-kind (7 FTEs)
36 external collaborators

First 4DVar analysis with FV3 global model, assimilating 
AMSU-A satellite radiances, using FV3 TL/AD model 
from NASA/GMAO

State 3D 
H(x) M(x) 4D 

H(x)
3D-
Var TL/AD 4D-

Var
FV3-GFS (NOAA) ✓ ✓ ✓ ✓ ✓ ✓* ✓
FV3-GEOS (NASA) ✓ ✓ ✓ ✓ ✓ ✓* ✓
MPAS (NCAR) ✓ ✓ ✓ ✓ N/A N/A
WRF (NOAA) ✓ ✓

LFRic (UKMO) ✓ ✓ ✓ ✓ ?
NAVGEM (NRL) ✓

NEPTUNE (NRL) ✓ ?
CICE5 (NOAA) ✓ ✓ ✓ N/A N/A

MOM6 (NOAA) ✓ ✓ ✓ N/A N/A

✓ = technically working    ✓ = in progress
* Linearized physics under progress

OOPS
(Object Oriented Prediction System)
Full data assimilation generic algorithms

IODA 
(Interface for Observation Data Access)
Performs all the I/O of the observations. 
Allows for all kinds of operators
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WRFIA Reauthorization
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EPIC and Community Modeling
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HPC, Cloud, and Code
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Satellite Architecture and OTA
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Coastal and Ocean Observations
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Cooperative Observer Program

http://www.noaa.gov/marine-aviation
http://www.noaa.gov/research
http://www.noaa.gov/satellites
http://www.noaa.gov/fisheries
http://www.noaa.gov/oceans-coasts
http://www.noaa.gov/weather
https://www.commerce.gov/
http://www.noaa.gov/


Department of Commerce  //  National Oceanic and Atmospheric Administration  //  23

Harmful Algal Blooms and Hypoxia
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